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Abstract: The paper deals with an interval difference method for solving the Poisson equation based on the conventional
central-difference method. We present the interval method in full details. The method is constructed in such a way that
the exact solution is included in the interval solution obtained. Some numerical results obtained in floating-point interval
arithmetic are also presented.
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I. INTRODUCTION

In a number of our previous papers we have presented
interval methods for solving the initial value problem in or-
dinary differential equations based on classical explicit and
implicit Runge-Kutta methods and linear multistep methods
(see e.g. [4], [5], [6]). All these works have been collected
in [7]. It turns out that similar techniques for constructing
interval methods can be applied to various problems in partial
differential equations.

In this paper we present an interval difference method of
the second order for solving the Poisson equation with the
Dirichlet boundary conditions. The interval method is based
on the conventional central-difference method. It has been
found that at the mesh points the exact solution is within the
obtained interval solution (see Sec. IV). Numerical experi-
ments in floating-point interval arithmetic, presented in Sec.
V, confirm the theoretical justifications.

II. THE POISSON EQUATION

An elliptic partial-differential equation, known as the Pois-
son equation, is of the form (see e.g. [1] or [3])

∂2u

∂x2
(x, y) +

∂2u

∂y2
(x, y) = f(x, y).

We assume that function f describes the input to the prob-
lem on plane region R whose boundary will be denoted by
Γ. Moreover, we assume that this function is continuous
together with its partial derivatives up to the second order.
Equations of this type arise naturally in the study of various
time-independent problems such as:
• two-dimensional steady-state problems involving in-

compressible fluids,
• the potential energy of a point in a plane acted on by

gravitational forces in the plane,
• the steady-state distribution of heat in a plane region.
To obtain a unique solution to the Poisson equation, addi-

tional constraints must be placed on the solution. Usually, we
apply the Dirichlet boundary conditions, given by

u(x, y) = ϕ(x, y)

for all (x, y) on Γ. In general, plane regionRmay be arbitrary.
Further, we will assume that R is a rectangular:

R = {(x, y) : 0 < x < α, 0 < y < β}.

Thus, our problem is to find u = u(x, y) satisfying the partial-
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differential equation

∂2u

∂x2
(x, y) +

∂2u

∂y2
(x, y) = f(x, y),

0 < x < α, 0 < y < β,

(1)

with the boundary conditions

u |Γ = ϕ(x, y) =


ϕ1(y) for x = 0,

ϕ2(x) for y = 0,

ϕ3(y) for x = α,

ϕ4(x) for y = β,

(2)

where

ϕ1(0) = ϕ2(0), ϕ2(α) = ϕ3(0),

ϕ3(β) = ϕ4(α), ϕ4(0) = ϕ1(β),

Γ = {(x, y) : x = 0, α and 0 ≤ y ≤ β
or 0 ≤ x ≤ α and y = 0, β}.

III. THE CENTRAL-DIFFERENCE METHOD

The first step in any difference method is to choose inte-
gers n and m, and define step sizes h and k by h = α/n and
k = β/m. Partitioning the interval [0, α] into n equal parts of
width h and the interval [0, β] into m equal parts of width k
provides a means of placing a grid on rectangle R with mesh
points (xi, yj) = (ih, jk), where i = 0, 1, ... , n and j = 0, 1,
... , m. Assuming that the fourth order partial derivatives
of u exist, for each mesh point in the interior of the grid we
use the Taylor series in variable x about xi to generate the
central-difference formula

∂2u

∂x2
(xi, yj) =

u(xi+1, yj)− 2u(xi, yj) + u(xi−1, yj)

h2

− h2

12

∂4u

∂x4
(ξi, yj),

where ξi ∈ (xi−1, xi+1), and the Taylor series in variable y
about yj to generate the central-difference formula

∂2u

∂y2
(xi, yj) =

u(xi, yj+1)− 2u(xi, yj) + u(xi, yj−1)

k2

− k2

12

∂4u

∂y4
(xi, ηj),

where ηj ∈ (yj−1, yj+1). Using these formulas allows us to
express the Poisson equation at the points (xi, yj) as

u(xi+1, yj)− 2u(xi, yj) + u(xi−1, yj)

h2

+
u(xi, yj+1)− 2u(xi, yj) + u(xi, yj−1)

k2
=

= f(xi, yj) +
h2

12

∂4u

∂x4
(ξi, yj) +

k2

12

∂4u

∂y4
(xi, ηj),

i = 1, 2, . . . , n− 1, j = 1, 2, . . . ,m− 1,

(3)

and the boundary conditions as

u(0, yj) = ϕ1(yj) for each j = 0, 1, . . . ,m,

u(xi, 0) = ϕ2(xi) for each i = 1, 2, . . . , n− 1,

u(α, yj) = ϕ3(yj) for each j = 0, 1, . . . ,m,

u(xi, β) = ϕ4(xi) for each i = 1, 2, . . . , n− 1.

(4)

In the difference-equation form, this results in a method called
the central-difference method, with local truncation error of
order O(h2 + k2) that can be written in the following form
(see e.g. [1] or [3]) :

k2ui−1,j + h2ui,j−1 − 2(h2 + k2)ui,j

+ k2ui+1,j + h2ui,j+1 = h2k2f(xi, yj),

i = 1, 2, . . . , n− 1, j = 1, 2, . . . ,m− 1,

(5)

and

u0,j = ϕ1(yj) for each j = 0, 1, . . . ,m,

ui,0 = ϕ2(xi) for each i = 1, 2, . . . , n− 1,

un,j = ϕ3(yj) for each j = 0, 1, . . . ,m,

ui,m = ϕ4(xi) for each i = 1, 2, . . . , n− 1,

(6)

where ui,j approximates u(xi, yj).
The equations (5), together with (6), are an (n−1)(m−1)

system of linear equations in (n− 1)(m− 1) unknowns ui,j
being the approximations to u(xi, yj) for the interior mesh
points.

IV. AN INTERVAL DIFFERENCE METHOD OF THE
SECOND ORDER

Let us consider the following central-difference formulas:

∂2u

∂x2
=
u(x− h, y)− 2u(x, y) + u(x+ h, y)

h2

− h2

12

∂4u

∂x4
(ξ, y), ξ ∈ (x− h, x+ h),

∂2u

∂y2
=
u(x, y − k)− 2u(x, y) + u(x, y + k)

k2

− h2

12

∂4u

∂y4
(x, η), η ∈ (y − k, y + k),

(7)
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and try to find intervals containing
∂4u

∂x4
(ξ, y) and

∂4u

∂y4
(x, η).

From the Poisson equation it follows that

∂4u

∂x4
(x, y) =

∂2f

∂x2
(x, y)− ∂4u

∂x2∂y2
(x, y),

∂4u

∂y4
(x, y) =

∂2f

∂y2
(x, y)− ∂4u

∂y2∂x2
(x, y).

Let
∂4u

∂x2∂y2
(x, y) =

∂4u

∂y2∂x2
(x, y),

and let us assume that there exists a constant M such that∣∣∣∣ ∂4u

∂x2∂y2

∣∣∣∣ ≤M for all 0 ≤ x ≤ α and 0 ≤ y ≤ β. (8)

In practice, it can be difficult to determine the constant M .
Sometimes it is possible to establish a value ofM on the basis
of the considered physical problem, but it is rather a seldom
case. Thus, we propose to find this value by an approximation.
On the basis of (7) we have

∂2

∂y2

(
∂2u

∂x2

)
=

=
u(x− h, y − k)− 2u(x− h, y) + u(x− h, y + k)

h2k2

−2
u(x, y − k)− 2u(x, y) + u(x, y + k)

h2k2

+
u(x+ h, y − k)− 2u(x+ h, y) + u(x+ h, y + k)

h2k2

− k2

12h2

[
∂4u

∂y4
(x− h, η1) +

∂4u

∂y4
(x, η2) +

∂4u

∂y4
(x+ h, η3)

]
− h2

12

∂2

∂y2

[
∂4u

∂x4
(ξ, y)

]
and

∂2

∂x2

(
∂2u

∂y2

)
=

=
u(x− h, y − k)− 2u(x, y − k) + u(x+ h, y − k)

h2k2

− 2
u(x− h, y)− 2u(x, y) + u(x+ h, y)

h2k2

+
u(x− h, y + k)− 2u(x, y + k) + u(x+ h, y + k)

h2k2

− h2

12k2

[
∂4u

∂x4
(ξ1, y − k) +

∂4u

∂x4
(ξ2, y) +

∂4u

∂x4
(ξ3, y + k)

]
− k2

12

∂2

∂x2

[
∂4u

∂y4
(x, η)

]
,

where ξ, ξ1, ξ2, ξ3 ∈ (x−h, x+h), η, η1, η2, η3 ∈ (y−k, y+
k). If h and k are sufficiently small and the fourth order partial

derivatives are not very large, then from the above equations
it follows that

∂2

∂y2

(
∂2u

∂x2

)
≈

≈ u(x− h, y − k)− 2u(x− h, y) + u(x− h, y + k)

h2k2

− 2
u(x, y − k)− 2u(x, y) + u(x, y + k)

h2k2

+
u(x+ h, y − k)− 2u(x+ h, y) + u(x+ h, y + k)

h2k2

and
∂2

∂x2

(
∂2u

∂y2

)
≈

≈ u(x− h, y − k)− 2u(x, y − k) + u(x+ h, y − k)

h2k2

− 2
u(x− h, y)− 2u(x, y) + u(x+ h, y)

h2k2

+
u(x− h, y + k)− 2u(x, y + k) + u(x+ h, y + k)

h2k2

The right-hand sides of the above approximations are equal
and therefore we propose to approximate the constant M
(given by (8)) as follows:

M ≈ 1.5

h2k2
max

i=1,2,...,n−1
j=1,2,...,m−1

|4ui,j

− 2(ui−1,j + ui,j−1 + ui,j+1 + ui+1,j) ,

+ ui−1,j−1 + ui−1,j+1 + ui+1,j−1 + ui+1,j+1|

(9)

where uij are obtained by the conventional central-difference
method (5) – (6), and the coefficients 1.5 (instead of 1.0) stays
that we take the value 50% greater.

Let Ψ(X,Y ) and Ω(X,Y ) denote interval extensions of
∂2f

∂x2
(x, y) and

∂2f

∂y2
(x, y), respectively (for the definition of

interval extension see e.g. [2], [8] or [9]). According to (8), it
is obvious that we have

∂4u

∂x4
(ξ, y) ∈ Ψ(X + [−h, h], Y ) + [−M,M ]

and
∂4u

∂y4
(x, η) ∈ Ω(X,Y + [−k, k]) + [−M,M ],

and these relations are true for each mesh point (xi, yj) ∈ (Xi,
Yj). If we recall the Poisson equation at the mesh points (3),
it is easy now to write an interval equivalent to this equation.
We have

k2Ui−1,j + h2Ui,j−1 − 2(h2 + k2)Ui,j

+ k2Ui+1,j + h2Ui,j+1 =

= h2k2

{
Fi,j +

1

12

[
h2Ψ(Xi + [−h, h], Yj)

+ k2Ω(Xi, Yj + [−k, k]) +(h2 + k2)[−M,M ]
]}
,

i = 1, 2, . . . , n− 1, j = 1, 2, . . . ,m− 1,

(10)
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where Fi,j = F (Xi, Yj), and where

U0,j = Φ1(Yj) for each j = 0, 1, . . . ,m,

Ui,0 = Φ2(Xi) for each i = 1, 2, . . . , n− 1,

Un,j = Φ3(Yj) for each j = 0, 1, . . . ,m,

Ui,m = Φ4(Xi) for each i = 1, 2, . . . , n− 1.

(11)

(Φ1(Y ),Φ2(X),Φ3(Y ) and Φ4(X) denote interval exten-
sions of the functions φ1(y), φ2(x), φ3(y) and φ4(x), respec-
tively.)

Since in the Poisson equation at the mesh points we have
approximated all the values by their interval extensions and
by other intervals containing these values, we can expect
that u(xi, yj) ∈ Ui,j (i = 0, 1, . . . , n; j = 0, 1, . . . ,m), i.e.
at the mesh points the exact solution is within the obtained
interval solution. In our interval method the term

1

12

[
h2Ψ(Xi + [−h, h], Yj)

+ k2Ω(Xi, Yj + [−k, k]) + (h2 + k2)[−M,M ]
]

is very important as it guarantees that the error of the method
will be included in the interval solution obtained.

To find the interval solution at the interior mesh points
of the grid we have to solve the (n − 1)(m − 1) system of
interval linear equations (10) in (n − 1)(m − 1) unknowns
Ui,j . This system can be written in the form

AU = Q (12)

where

A =



B C 0 . . . 0 0 0
C B C . . . 0 0 0
0 C B . . . 0 0 0
...

...
...

. . .
...

...
...

0 0 0 . . . B C 0
0 0 0 . . . C B C
0 0 0 . . . 0 C B


,

U =



U1

U2

U3

...
Un−3

Un−2

Un−1


, Q =



Q1

Q2

Q3

...
Qn−3

Qn−2

Qn−1


,

Ui =


Ui,1

Ui,2

...
Ui,m−1

 ,Qi =


Qi,1

Qi,2

...
Qi,m−1

 , i = 1, 2, . . . , n−1,

B =



γ h2 0 · · · 0 0 0
h2 γ h2 · · · 0 0 0
0 h2 γ · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · γ h2 0
0 0 0 · · · h2 γ h2

0 0 0 · · · 0 h2 γ


,

γ = −2(h2 + k2),

C =


k2 0 · · · 0 0
0 k2 · · · 0 0
...

...
. . .

...
...

0 0 · · · k2 0
0 0 · · · 0 k2

 ,

dim B = dim C = (m− 1)× (m− 1),

Q1,1 = Λ1,1 − k2Φ1 ([k, k])− h2Φ2([h, h]),

Q1,j = Λ1,j − k2Φ1([jk, jk]),

j = 2, 3, . . . ,m− 2

Q1,m−1 = Λ1,m−1 − k2Φ1([(m− 1)k, (m− 1)k])

− h2Φ4([h, h]),

Qi,1 = Λi,1 − h2Φ2([ih, ih]),

i = 2, 3, . . . , n− 2,

Qi,j = Λi,j ,

i = 2, 3, . . . , n− 2, j = 2, 3, . . . ,m− 2,

Qi,m−1 = Λi,m−1 − h2Φ4([ih, ih]),

i = 2, 3, . . . , n− 2,

Qn−1,1 = Λn−1,1 − h2Φ2([(n− 1)h, (n− 1)h])

− k2Φ3([k, k]),

Qn−1,j = Λn−1,j − k2Φ3([jk, jk]),

j = 2, 3, . . . ,m− 2,

Qn−1,m−1 = Λn−1,m−1 − k2Φ3([(m− 1)k, (m− 1)k])

− h2Φ4([(n− 1)h, (n− 1)h]),

where

Λi,j = h2k2

{
Fi,j +

1

12

[
h2Ψ(Xi + [−h, h], Yj)

+ k2Ω(Xi, Yj + [−k, k] + (h2 + k2)[−M,M ]
]}
.

In the conventional central-difference method to solve
the adequate system of linear equations we usually use an
iterative method (due to the fact that the system is very large
and has the special form of the matrix), e.g. the Gauss-Seidel
method. We do not recommend using any iterative method to
solve the system of interval linear equations (12), occurring
in the presented interval method, because of additional errors
that the iterative method can cause.
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Taking into account the special form of the system matrix
(with a lot of elements equal to 0) we propose to use the Crout
method which consists in factoring the matrix A in terms of a
lower-triangular matrix L and an upper-triangular matrix R
(usually denoted by U, but in this paper we use the letter U
for another purpose). Matrices L and R are band matrices of
the following forms:

To find the elements of L and R we have the following algo-
rithm:

for i := 1 to (m− 1)(n− 1) do
rii := 1
lii := aii −

∑i−1
s=1 lisrsi

for j := 1 to min{m+ i− 1, (m− 1)(n− 1)} do

rij :=
aij −

∑i−1
s=1 lisrsj
lii

lji := aji −
∑i−1

s=1 ljsrsi
end for

end for

where

aii = γ, i = 1, 2, . . . , (m− 1)(n− 1),

ai,i+1 = h2, i = 1, 2, . . . , (m− 1)(n− 1)− 1 and

i 6= s(m− 1),

where s = 1, 2, . . . , n− 2,

ai,i−1 = h2, i = 2, 3, . . . , (m− 1)(n− 1) and

i 6= s(m− 1) + 1,

where s = 1, 2, . . . , n− 2,

ai,i−1+m = k2, i = 1, 2, . . . , (m− 1)(n− 2),

ai,i+1−m = k2, i = m,m+ 1, . . . , (m− 1)(n− 1),

aji = 0, for others j and i.

The system AU = Q can be then transformed into the system
LRU = Q. Since L is a lower-triangular matrix, the forward
substitution solves the system LZ = Q, and since R is an
upper-triangular matrix, the backward substitution solves the
system RU = Z.

V. NUMERICAL EXPERIMENTS

In the examples presented in this section all calculations
have been performed using our IntervalArithmetic unit (ver-
sion 2.13, 2009) written in the Delphi Pascal language and
presented in [7]. The IntervalArithmetic unit makes it possible
to:
• represent any input data in the form of a machine in-

terval (the ends of this interval are equal or are two
subsequent machine numbers),
• perform all calculations in floating-point interval arith-

metic,
• use some standard interval functions,
• give results in the form of proper intervals (if the ends

of an interval are not the same machine numbers, the
difference is shown in the output).

For solving the adequate systems of interval linear equa-
tions the Crout factorization has been used in each case.

Example 1. Let us consider the boundary value problem of
the form

∂2u

∂x2
+
∂2u

∂y2
= 0, u = u(x, y), 0 < x < 1, 0 < y < 1, (13)

where

u|Γ = ϕ(x, y) =


ϕ1(y) = cos(3y) for x = 0,

ϕ2(x) = exp(3x) for y = 0,

ϕ3(y) = exp(3) cos(3y) for x = 1,

ϕ4(x) = exp(3x) cos(3) for y = 1.
(14)

The exact solution of this problem is as follows:

u(x, y) = exp(3x) cos(3y).

The solution of the problem (13)–(15) is presented in
Fig. 1, while in Fig. 2 the relative errors obtained in the con-
ventional central-difference method on the grid x = 0.5 and
y = 0.5 are given.

Fig. 1 The solution of the problem (13)–(15)
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Tab. 1 The interval solutions of the problem (13)–(15) at (0.5, 0.5) (uexact(0.5, 0.5) ≈ 0.31702214358044366)

n = m uconv(0.5, 0.5) U(0.5, 0.5) Width of U

20 0.31780279965243506 [0.26795781801796551, 0.36764778128690462] 0.0997

30 0.31736946637561425 [0.29519196542239099, 0.33954696732883751] 0.0444

40 0.31721758461727955 [0.30473796887028390, 0.32969720036427600] 0.0250

50 0.31714724718403603 [0.30915887832531316, 0.32513561604275890] 0.0160

60 0.31710902913708347 [0.31156101681974897, 0.32265704145441798] 0.0111

70 0.31708598143593676 [0.31300965415668941, 0.32116230871518411] 0.0082

80 0.31707102121236846 [0.31394996555028855, 0.32019207687444838] 0.0062

90 0.31706076390493784 [0.31459468091091084, 0.31952684689896485] 0.0049

100 0.31705342660012054 [0.31505586246198510, 0.31905099073825598] 0.0040

(a) (b)

Fig. 2 The relative errors of u(x, y) in the conventional central-difference method on the grids (a) x = 0.5 and (b) y = 0.5
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To find the solution by our interval method, we should
first determine the constant M given by (8). For the problem
(13)–(15) we have

∣∣∣∣∣ ∂4u

∂x2∂y2

∣∣∣∣∣x∈[0,1]
y∈[0,1]

≤ 81 exp(3) < 1627 = M.

The interval solutions obtained at the mesh point (0.5, 0.5)
for different values of n = m, together with their widths, are
given in Table 1. The widths of interval solutions on the grid
X = 0.5 are also presented in Fig. 3 (on the grid Y = 0.5 the
widths are the same). Let us note that at each mesh point we
have u(x, y) ∈ U(X, Y), i.e. the exact solution belongs to the
obtained interval solutions.

In Fig. 4 we present the times of calculations as the
functions of n = m in the conventional and interval central-
difference methods. These times refer the Intel Core2 Duo
T5450 1.67GHz processor and 2 GB computer RAM. Al-
though the shapes of both curves are similar, one should
notice that in the conventional central-difference method the
time is measured in minutes, while in the interval one it is
measured in hours and is approximately 20 times longer.

Fig. 3 The widths of interval solutions U(X, Y) of the problem
(13)-(15) on the grid X = 0.5

(a)

(b)

Fig. 4 The times of calculations in the conventional and inter-
val central-difference methods

Example 2. Let us take into account the following boundary
value problem:

∂2u

∂x2
+
∂2u

∂y2
= −2π2 sin(πx) sin(πy),

u = u(x, y), 0 < x < 1, 0 < y < 1, u|Γ = 0.

(15)

The exact solution of (15) is given by (see Fig. 5)

u(x, y) = sin(πx) sin(πy).
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Tab. 2 The interval solutions of the problem (15) at (0.5, 0.5) (uexact(0.5, 0.5) ≈ 1)

n = m uconv(0.5, 0.5) U(0.5, 0.5) Width of U

20 1.0020587067645337 [0.99427253616548267, 1.0033273360116428] 0.00905

30 1.0009143535530669 [0.99747509861203634, 1.0009143535530671] 0.00366

40 1.0005142004781495 [0.99858835887907646, 1.0005142004781498] 0.00195

50 1.0003290517629385 [0.99910517543983971, 1.0003052815215404] 0.00120

60 1.0002284943854706 [0.99938436578314373, 1.0001944774813223] 0.00081

70 1.0001678673205915 [0.99955133118044769, 1.0001337049950954] 0.00058

80 1.0001285203835441 [0.99965883352361963, 1.0000971066859084] 0.00044

90 1.0001015453263438 [0.99973199107949138, 1.0000734967780457] 0.00034

100 1.0000822507622135 [0.99978398196237121, 1.0000574415620096] 0.00027

For the constant M in the method (9) we have∣∣∣∣∣ ∂4u

∂x2∂y2

∣∣∣∣∣x∈[0,1]
y∈[0,1]

≤ π4 < 98.5 = M.

Fig. 5 The solution of the problem (15)

In Table 2 we present the interval solutions obtained at
the mesh point (0.5, 0.5) for different values of n = m. The
widths of interval solutions are also given in this table and
in Fig. 6. As in Example 1, at each mesh point we have
u(x, y) ∈ U(X,Y ).

VI. CONCLUSIONS AND FURTHER STUDIES

The main conclusion is that interval methods for solving
partial-differential equation problems in floating-point inter-
val arithmetic give solutions in the form of intervals which

contain all possible numerical errors, i.e. representation er-
rors, rounding errors, and errors of methods. It should be
noted that for each particular problem one should choose the
appropriate step sizes h and k to obtain the interval solution
with the appropriate width.

Fig. 6 The widths of interval solutions U(X, Y) of the problem
(15) on the grid X = 0.5

In further studies we plan to use another (faster) exact
method for solving the system of linear interval equations
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with the special form of band matrix occurring in the consid-
ered problem (e.g. special kind of the Cholesky method since
the matrix is symmetric and positive defined or a generaliza-
tion of the Crout reduction algorithm since the matrix is in a
symmetric-block tridiagonal form). We will try to solve other
partial-differential problems (the Poisson equation is only
an example of the so-called elliptic equations, and there are
also partial-derivative equations of hyperbolic and parabolic
types) using interval difference methods (not only based on
the central-difference formula). It would also be interesting
to construct interval methods for solving partial-differential
equation problems that are based on other conventional meth-
ods, e.g. on the finite-element method.
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