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Abstract . In this article we wish to present and encourage the other to use bootstrap methods in statistical 
analysis. We show how to bootstrap Kaplan-Meier estimator and pay attention to its advantage opposite to 
classical analysis. Then we present simulation study and survival time of second remission of patients 
suf fer ing for acute leukaemia. 

1. INTRODUCTION 

O n e o f the m o s t f r e q u e n t l y u s e d n o n p a r a m e t r i c m e t h o d o f e s t i m a t i n g s u r v i v a l f u n c t i o n i s 

m e t h o d o f K a p l a n - M e i e r . 

I n m e d i c a l s c i e n c e w e h a v e v e r y o f t e n t o d e a l wi th s m a l l s a m p l e s i z e . T h e r e are s e v e r a l 

r e a s o n s f o r that. T h e c o m m o n o n e i s rar i ty o f i l l n e s s o r d i f f i c u l t y w i t h g a t h e r i n g p a t i e n t s p o s s e -

s s i n g the s a m e b i o c h e m i c a l p a r a m e t e r s . F u r t h e r m o r e , w e h a v e v e r y o f t e n c e n s o r e d data. 

T h e r e f o r e , a smal l s a m p l e s i z e either does not let us u s e c l a s s i c a l s ta t i s t ica l m e t h o d s or w h e n 

they a r e u s e d , t h e y can g i v e u s too g e n e r a l a n d e v e n f a l s e r e s u l t s . U s i n g b o o t s t r a p m e t h o d s can 

s o l v e s o m e o f t h o s e p r o b l e m s . W i t h c o m p u t e r s imula t ion w e can g e n e r a t e m a n y s a m p l e s b a s e d 

o n or ig ina l s a m p l e data and w e can m o r e accurately eva luate parameter s determined o n b o o t s t r a p 

d i s t r i b u t i o n . 

2. ACUTE LEUKAEMIA - SECOND REMISSION STUDY 

L e t u s a s s u m e that w e h a v e 2 0 t imes (in year s ) o f s u r v i v a l t imes pat ients w i t h acute l e u k a e m i a 

i n s e c o n d r e m i s s i o n a n d s o m e o f t h e m a r e c e n s o r e d 

* - C e n s o r e d o b s e r v a t i o n 

A n a l y s i n g o u r s a m p l e w e ge t the f o l l o w i n g r e s u l t s o f s u r v i v a l f u n c t i o n S (t): 

Table I. Table of survival function S(t) 
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In order to increase the accuracy of survival function estimator we use bootstrap method. 

Let us create two random variables X and Y, where random variable X has the following 

empirical distribution: 

Table II. Empirical distribution of X 

While random variable Y, which is a censoring indicator, takes two values 1 if the observation 

is full and 0 when it is censored (truncated): 

Table III. Distribution of Y 
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We form ordered pairs (xi, yi) for i = 1 to 20, which are generated according to empirical 

distribution of random variables X and Y. We use bootstrap resampling method. There are many 

statistical software packages that offer bootstrap resampling. S-plus 6 for windows (Insightful 

Corporation) enables jackknife and bootstrap resampling and also calculating bootstrap statistics 

but they must be a scalar, vector or matrix. SAS offers general purpose jackknife and bootstrap 

capabilities via two macros available in the file jack-boot.sta at http://ftp.sas.com/techsup 

/download/stat/ [1]. We did not find statistical package that provides bootstrap calculating for 

Kaplan-Meier estimate where outcome is a table. In order to simulate our data we prepared simple 

generating programme in Pascal 7.0 programming language. That way we receive N bootstrap 

where t - considered month where t takes values: 

2 2.1 2.2 3.1 3.2 3.3 3.3 4 5 5.1 5.2 5.3 6 6.1 6.2 8 8.1 11 12 12.1 

As a result of N = 2000 simulations we get the following outcomes: 

samples and N Kaplan-Meier estimates. We assume that N 

For bootstrap estimator of survival function we take 

1000. 

http://ftp.sas.com/techsup
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As it is shown on the graph above, the application of bootstrap method smoothes our survival 

function. 

Let us compare confidence intervals. 

Classical confidence interval for Kaplan-Meier estimator is given by formula: 

according to Greenwood [2] is given by formula: 

W h i l e u (α) is the quantile of standard normal distribution of the order of α. 

for where nk is the number of cases with death risk in time t(k). 

When value of may be overestimated 

and in that case we use formula [2]: 

where and is standard error of survival function and 

is close to zero or unity, the variance value 
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For our sample we have the fol lowing 9 5 % confidence intervals evaluation: 

Table V. Standard errors and 95% confidence intervals for S(t) 

t = 2 1 1 2.2 3.1 3.2 3.3 3.3 4 5 5.1 5.2 5.3 6 6.1 6.2 8 8.1 11 12 12.1 

may be used for percentile evaluation. 

simulations N. In our samples particular times of death may repeat or don't occur at all with 

the probability that is specified by random variable X. 

[3-5], determined by 

Let 

order. Percentile 

for given year provided that this is integral number, in other case the position of percentile is 

is the value that stands on α N1 position (N1 number of evaluation 

denotes the a percentile. Sequence of evaluations is organised non-decreasing 

In order to evaluate bootstrap confidence intervals we use the percentile method. We take 

the empirical distribution of random variable received during N-fold generating of 20 

elements sample of ordered pairs (x i, y i) which have (X, Y) distribution. Obtained sequences of 

evaluations for 

We should point out that number N1 of evaluations is different each month and number of 
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Time 95% bootstrap confidence interval 

in years for S(t) 

Confidence Interval for S(t) obtained us ing this method is as fo l lows : 

Table VI. 95% bootstrap confidence intervals for S(t) 

where is a percentile and is 1 - α percentile. 
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3. CONCLUSION 

Using traditional method probability of survival for censored cases remains the level of pre-

vious time for uncensored data. Using bootstrap method we obtain both censored and uncensored 

cases for each time. That is why our survival curve is smoother and we don't have such a rapid 

jumps for probability of survival. Furthermore bootstrapping denotes confidence intervals, which 

have the same range. For some observations the range of interval is even smaller. In our study 

confidence intervals for time of 2 years and form 3.3 to 11.0 years are smaller from obtained in 

traditional way. This method is useful especially when dealing with small sample observations 

and helps us to estimate more reliable outcomes. 
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