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Abstract: The method of parallelization of processing in simulations of the Monte Carlo type is proposed and tested on the 3D Ashkin- 
-Teller model characterized by a rich phase diagram. The message passing is applied and the MPI library is exploited. It is demonstrated 
that the method works well in different regions of the phase diagram, where the phase transitions are first-order and continuous. 
The dependence of speedup and efficiency on the number of parallel processes is studied. The condition for the best speedup and 
efficiency in these simulations is formulated and discussed using the results obtained on symmetric NUMA multiprocessor and on 
symmetric multicomputer. The suggestion as to effective use of the method even in highly heterogeneous computer systems is also 
given. 
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I.  THE  MODEL 

 The Ashkin-Teller (AT) model [1] has been one of the 
important reference points in statistical physics for many 
decades as it is nontrivial generalization of the Ising model. 
For the latter exact solutions are known in dimensions 1 
and 2 and it is a good testing case for new programs or 
applications. The interest in the AT model has much 
increased after the appearance of Fan's paper [2] in which 
he expressed the Hamiltonian H of this model 
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by means of two independent Ising degrees of freedom, si 
and σi, residing on each lattice site. [i, j] denotes the sum-
mation over nearest neighboring lattice sites, Ki = –Ji /kBT, 
with i = 2 or 4, and T is the temperature. Moreover J2 is 
the coupling of the nearest neighbor interaction between 
the degrees of freedom si as well as for σi, whereas J4 is 
the coupling between the product of these degrees of free-
dom siσi . 
 The three-dimensional (3D) standard AT model has 
been analyzed by the short series analysis and mainly by 
the Monte Carlo (MC) method by many authors (see [3] 
and the papers cited therein). The results are summarized in 
the phase diagram presented in Fig. 1 where all phases are 
shown and explained. 
 In this paper we present our method of parallelization of 
processing in the simulations of the Monte Carlo type 
taking a more general AT model as an example in which 

various kinds of ordering are realized and which has 
an interesting and complicated phase diagram. We explain 
the method of parallelization using our program [3] based 
on a single-flip Metropolis algorithm chosen because of its 
simplicity and typical structure. There are other algorithms 
of similar structure which flip clusters of spins leading to 
a significant reduction of the critical slowing down [4]. 
Recently an interesting algorithm has been published [5] 
which uses a random walk in the energy space to estimate 
the density of states of a system studied. 
 The test of the method proposed is performed using 
two points marked with +'s on the phase diagram in Fig. 1, 
where the phase transitions are of different character – con-
tinuous and first-order. Comparing the speedup, we demon-
strate that the method works well in both situations. 
 

II.  THE  PARALLELIZED  
MONTE  CARLO  SIMULATIONS 

 The simplest way to perform such simulations is to run 
many sequential jobs but it was not satisfactory for our 
large-scale simulations [3]. It was necessary to execute 
over 5 000 MC runs to obtain the phase diagram presented 
in Fig. 1. Moreover, the larger the samples considered, the 
better the analysis of the results. 
 The MC simulations presented here are the ones 
reported in [3] to which we have applied our concept of 
parallelization. In this way one can perform simulations for 
much larger samples utilizing more CPUs simultaneously, 
both with shared and distributed memory, thanks to the mes-
sage-passing parallelization model applied. Thus the idea is 
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of a more general character and may be applied to many 
types of simulations depending on the size of a system. 
 

Fig. 1. The phase diagram of the 3D Ashkin-Teller model on 
a cubic lattice – the present state of knowledge. The broken 
lines denote the first-order phase transitions, whereas the solid 
lines – the continuous ones. The phase labeled Baxter is ferro-
magnetically ordered with 〈s〉, 〈σ 〉 and 〈sσ〉 non-zero, whereas 
in the phase labeled para they are all zero. In the phases “〈sσ 〉F” 
and “〈sσ 〉AF”  〈s〉 = 〈σ 〉 = 0 and only the parameter 〈sσ 〉 is ferro 
and anti-ferromagnetically ordered, respectively. For the phase 
“〈s〉” two equivalent phases exist in which 〈sσ 〉 = 0 and either 
〈s〉 or 〈σ〉 is ferromagnetically ordered but the other is not. The 
letters A, F, G, H, K and K' denote the tricritical points, Fb is the 
bifurcation point and in point P the AT model is reduced to the 
4-state Potts model. The +'s denote the points at which the test
     of our parallelization model was performed in this paper 
 
 We have generated equilibrium microstates (i.e. con-
figurations of spins in the system) of the finite-size cubic 
spin samples of the size L × L × L for fixed values of 
the model parameters, using the Metropolis algorithm, i.e. 
trying to reverse single spins. However, we had to drive the 
system into the equilibrium state independently in each 
parallel processes. For this purpose thermalization of the 
initial microstates of the length of order 106 Monte Carlo 
steps (MCS) was applied using completely different sets of 
random numbers in each parallel processes, as presented in 
Table 1. As usual, a MCS is completed when each of the 
lattice sites was visited once. The 64-bit random number 
generator was used. Periodic boundary conditions were 
imposed. 
 A MC run was split into k segments consisting of about 
106 MCS and one partial average of each measured 
quantity was calculated from microstates in each segment 
to estimate the statistical scattering of the results. Only 
every l = 6-th to 10-th MC step contributes to the cal-
culation of the partial averages to avoid correlations 
between sampled microstates of spins in the system and to 
sample microstates with the Gibbs distribution of proba-
bility. 

Table 1. The scheme of organization of parallel processing  
in the simulations of the Monte Carlo type 

Main activities  
in the parallel program (comments in parenthesis) 

Initialize the parallel MPI 
environment 
Get the number p of parallel 
processes 
Get the rank r of the current 
parallel process 

(that the user has started for his 
program) 

In 0th process: 
    Input of the model 
       parameters 
    Input of the simulation 
       parameters: i, m and l 
 
 
 

(i.e. in the master process) 
(here these are L, K2, K4) 
 
(i is the number of partial averages 
per parallel process, m is the 
number of MCS per one partial 
average and only every l-th MCS is 
taken for calculations) 

Send the model parameters and the simulation parameters i and m 
to the other parallel processes 
Produce r*i*m*l*L3 random 
numbers 

(to use the different sets of random 
numbers for each parallel process) 

Run m*l*L3 MCS 
Calculate i partial averages 
and send them to 0th process

(thermalization) 
(the main part of the program) 
 

0th process collects all 
partial averages, calculates 
and prints the results and 
their standard deviations 

(here these results are the values of 
cumulants QL and VL for spins 
s, σ and sσ ) 
 

Finalize the parallel MPI environment 
 
 In order to decide whether to accept a single spin-flip or 
not, we compared the energies of the new (primed) and old 
microstates. If the energy change Eα’ – Eα was negative, 
then the new microstate was automatically accepted. If, 
however, it was positive, the new microstate was accepted 
with a probability P = e–β (Eα’ – Eα) by comparing P with 
a random number. Physically it means that both microstates 
are in equilibrium and none of them arises at the expense of 
the other. Using this method, we generated equilibrium 
microstates which allowed us to calculate physical quanti-
ties in a direct way, according to the Metropolis algorithm. 
It is worth noting that only the use of different sets of 
random numbers for each parallel process ensures that the 
partial averages can be reliably regarded as independent. 
Such an importance sampling of microstates ensures that 
we spend the most part of computing time with microstates 
bringing a significant contribution to the values calculated. 
 The phase transition points were determined from the 
common intersection point of the curves [3, 6, 7] 
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versus K2 at fixed K4, where 〈Mα
n 〉L denotes the n-th power 

of the α spins order parameter, with α = s, σ  or sσ, ave-
raged over an assembly of independent samples of the size 
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L × L × L. This analysis is called the intersection method 
and was used in localization of points on the phase diagram 
in Fig. 1 (see [3] and the papers cited therein). 
 For the analysis of first-order phase transitions (together 
with the above mentioned cumulant QL) we calculate an-
other fourth order cumulant VL defined by [8] 
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where 〈En〉L denotes the n-th moment of the internal energy 
E averaged over an assembly of independent samples of the 
size L × L × L. Although VL does not have any obvious 
physical interpretation, it is extremely useful in distin-
guishing the first-order phase transitions from continuous 
ones. For the latter VL = 2/3 in the limit L → ∞ and it 
remains fixed even for T ≠ Tc [8], whereas varying T for 
the first-order phase transitions, VL has a minimum Vα

min at 
T = Tc (L), the finite-size critical temperature. Moreover [8] 
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in the limit L → ∞. Here E± = E(T → Tc|±). Thus when the 
latent heat E+ – E– tends to zero, VL

min approaches the value 
2/3, as described above for the continuous phase tran-
sitions. It is also important that the functions VL

min and 
Ki(Tc(L)) versus L–d are linear [8], which allows one to 
obtain the limit value V∞

min and the true critical value of the 
couplings Ki. These considerations were carried out for 
a system with a single order parameter. In the paper [9] we 
have generalized the use of the cumulant VL for a system 
with many order parameters, like the AT model. To 
determine the phase transition connected with the order 
parameter 〈s〉, the moments 〈En〉L in the cumulant (3) 
should be calculated only for the interactions between spins 
s (the first term in the Hamiltonian (1)). Analogously, we 
investigate the phase transitions connected with the order 
parameter 〈σ 〉, whereas calculating the moments 〈En〉L in (3) 
for the transitions connected with the order parameter 〈sσ 〉, 
we have to take into account only interactions between the 
spins sσ (the third term in the Hamiltonian (1)). 
 There are several factors that today stimulate evolution 
of computing systems towards parallel ones. The finite 
speed of light and effectiveness of heat dissipation impose 
physical limits on the speed of a single computer. More-
over, the cost of an advanced single-processor computer 
increases more rapidly than its power of computing. A sig-
nificant reduction of the price per performance ratios is 
achieved by utilizing networks of PCs or workstations as 
parallel computers. The list of the sites operating the 500 
most powerful computer systems [10] suggestively mani-
fests this tendency. One should also note the step by step 
growth of wide-area networks that can span the globe in 
a more or less distant future. 

 We have used the MPI library to parallelize the com-
putational process in our simulations. The main reason for 
this choice is that message passing is the most effective and 
universal among the parallel computational models, as it 
effectively works in every computer system with the 
distributed, shared or mixed type of a memory. The most 
powerful computer systems now have the combined 
memory structure: the system is built of some distributed 
groups of processors (usually 2, 4 or 8) which share their 
local memory, and these groups are connected with inter-
communication networks that keep up with speeds of 
advanced single processors. Although for many appli-
cations, including our simulations, the use of Ethernet for 
their communication environment is sufficient. 
 The message-passing model has some advantages. The 
fist of them is its universality as this model fits well 
separate processors connected by fast or slow communi-
cation network. This model is expressive in parallel algo-
rithms which in addition are debuggable. Moreover, using 
more (distributed) memory and cache this model gives the 
better performance of a system. 
 There have been many attempts to work out a library 
for message-passing model as programming with sockets 
was of minimal functionality. Before formulating a mes-
sage-passing standard, the most popular has become 
parallel virtual machine (PVM) [11] which is still in use. 
The MPI library is such a standard formulated for the first 
time in 1994 by MPI Forum [12] which still takes care for 
its standardization when formulating its new versions. MPI 
is only a specification, not a particular implementation like 
PVM. This standard ensures full portability for Fortran, C 
and C++ programs which can be compiled with ordinary 
compilers and linked with the MPI library. Moreover, MPI 
ensures both efficiency and functionality. For these reasons 
we prefer to take MPI for message-passing in our simu-
lations. 
 Besides after driving the system to the thermodynamic 
equilibrium independently on each of the p parallel proces-
ses, as mentioned above, different processes of the paral-
lelized job calculate their parts of k partial averages of the 
moments of an order parameter M and of the internal 
energy E. Speedup u of such a job is defined as u = tser/tpar, 
where tser and tpar denote the sequential and parallel 
execution time, respectively. In this paper, to test the 
method, we have used such numbers p of parallel processes 
which are integer divisors of k = 90, the number of partial 
averages calculated. In this way we have the same number 
of partial averages calculated by each parallel process and 
each MC run had approximately the same amount of 
computational work. 
 Thus, assuming k = ip, the speedup u in the ideal case, 
i.e. when there are no latencies between parallel processes, 
should be equal to 
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where t0 is the computing time for leading the system to the 
thermodynamic equilibrium, and t1 is the computing time 
for one partial average of the moments of an order 
parameter M and of the internal energy E. Usually t0 = t1, 
then we obtain 

  1 ,
1

ipu
i

+=
+

 (6) 

When the number i of partial averages per process is i  1, 
we obtain the ideal speedup u = p. 

 
III.  TESTS  OF  THE  METHOD 

 To test our method of parallelization of processing in 
the simulations, we have calculated the cumulants QL and 
VL from partial averages of the moments of an order 
parameter M and of the internal energy E for spins s, σ  and 
sσ. We have used two points marked with +'s on the phase 
diagram in Fig. 1. The first point at (–0.356, 0.352) lies in 
the critical region of the continuous phase transition [3]. 
For this test, we have fixed the parameters of the 
simulation: the size of the cube L = 16, the number of all 
 
 
Table 2. Runtimes t (in 103s), speedups u, total CPU times tCPU (in 
103s) and efficiencies E = u/p of parallel Monte Carlo jobs run on 
SGI Origin 3800 supercomputer versus the number p of parallel 
processes, i is the number of partial averages per a parallel 
                                                process 

p i t u tCPU E 

1 90 178.8 1.0 178.8 1.00 

2 45 86.9 2.0 173.7 1.00 

3 30 58.6 3.0 175.6 1.00 

5 18 36.1 5.0 180.2 1.00 

6 15 30.2 5.9 181.4 0.98 

9 10 20.8 8.6 187.1 0.96 

10 9 18.9 9.4 189.0 0.94 

15 6 13.3 13.4 199.4 0.89 

18 5 11.4 15.6 205.0 0.87 

30 3 7.7 23.3 228.3 0.78 

45 2 5.8 30.9 257.6 0.69 
 

partial averages k = 90, the number of MCS performed on 
driving the system to the thermodynamic equilibrium and 
the number of MCS for calculation of one partial average 
were equal to m = 8 × 105. The results of our test carried 
out on SGI Origin 3800 multiprocessor of NUMAflexTM 

architecture with R12000 processors are presented in 
Table 2. 
 The dependence of the speedup u versus the number p 
of parallel processes is illustrated in Fig. 2. For compari-
son, the dashed line represents the ideal speedup u = p. 
Although Fig. 2 looks similar to the Amdahl’s law, 
the main reason for such a run of u(p) is of different nature. 
It follows from the structure of the algorithm of MC 
simulations, namely the part of the computing time in each 
parallel process is used for independent driving of the sys-
tem to the thermodynamic equilibrium. 

Fig. 2∗. The dependence of the speedup u versus the number p of 
parallel processes for parallel Monte Carlo jobs run on SGI Origin
                                  3 800 supercomputer 
 

 One can see from Table 2 and Fig. 2 that the latencies 
were small during these computations, because the 
reduction of the speedup compared with the ideal case is 
mainly the effect of the decrease in the ratio of the number 
of MCS used for calculation of partial averages (the results 
of the simulations) in a process and the number of MCS 
used for leading the system to the thermodynamic 
equilibrium. Besides the parallel overhead (coming from 
communication operations and redundant computations), 
also the part of computations performed sequentially is 
small compared to those performed in parallel. This is 
clearly seen from the point with p = 45 for which only two 
partial averages per process are calculated. We have to 
remember that driving the system to the thermodynamic 
equilibrium takes the same time as the calculation of one 
partial average, which reduces the speedup by the factor 
approximately equal to 1/3 in this point. 
 We have performed these simulations also on the SUN 
multicomputer (built up from units with two dual-core 
AMD64 Opteron 2GHz CPUs) obtaining a similar picture 

                                                           
∗ Figures 1 and 2 were obtained with the Grace program developed by 
Grace Development Team, version 5.1.14, which is distributed with the 
GNU General Public License  
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as that presented in Fig. 2. Only the times listed in Table 2 
should be decreased by a factor 0.27. 
 We can conclude from these considerations that during 
the simulations one should keep the number of partial 
averages per process i  1 as followed from the theore-
tical considerations presented in the previous section. Then 
the best speedup is obtained and it is not at the expense of 
a significant increase in the total CPU time tCPU or a similar 
decrease in the efficiency E = u/p, as presented in the last 
two columns of Table 2. 
 These conclusions hold for simulations in the region of 
continuous phase transitions. We have obtained a similar 
picture as shown in Table 2 and in Fig. 2 when we have 
performed simulations for the point (–0.364, 0.364) marked 
with + on the phase diagram in Fig. 1. This point lies in the 
critical region of the first-order phase transition [3]. Thus, 
comparing the speedup in the regions where phase tran-
sitions are of different character – continuous and first-
order, we demonstrate that the method works well in both 
situations. 
 

IV.  CONCLUDING  REMARKS 
 In our paper we have presented our method of 
parallelization of processing in simulations of the Monte 
Carlo type and demonstrated on the example of the 3D 
Ashkin-Teller model but the idea is of more general 
character and may be applied to many types of simulations, 
as most of them depend on the size of a system. A si-
multaneous use of more CPUs permits the simulations for 
much larger samples and they can be executed on com-
puting systems both with shared and distributed memory, 
thanks to the message-passing parallelization model 
applied. Taking the MPI library to parallelize the com-
putational processes, one simultaneously ensures efficien-
cy, full portability and functionality of an application. 
 Comparing the speedup of our simulations for two 
points at which the phase transitions are of different 
character – continuous and first-order, we demonstrate that 
the method works well in both situations. 
 We also specify the condition at which such simulations 
can be parallelized effectively, i.e. without a significant 
increase in the total CPU time (or by a similar decrease in 

the efficiency E): the number i of partial averages per 
process should be i 1. Then the maximum speedup is 
achieved which is almost linear as the function of p in SMP 
systems where there are small latencies. Even in highly 
heterogeneous systems almost ideal speedup and efficiency 
can be obtained when one uses the environment allowing 
load balancing, as we have combined openMosix and 
MPICH environments [13]. 
 The scalability of these simulations, ability of their 
execution on any distributed systems, even on relatively 
cheap Ethernet network of PCs, makes them a very attrac-
tive tool. Using more and more CPUs, one can consider 
larger physical systems what leads to increasingly credible 
results. 
 
Acknowledgements 
 This work was supported in part by the Polish Ministry 
of Education and Science under Grant 4 T11F 014 24 and 
the European Commission under the project MAGMANet 
NMP3-CT-2005-515767. Numerical calculations were 
mainly carried out on the platforms of the Poznań Super-
computing and Networking Center. 
 

References 

[1] J. Ashkin and E. Teller, Phys. Rev. 64, 178 (1943). 
[2] C. Fan, Phys. Lett. 39A, 136 (1972). 
[3] G. Musiał, Phys. Rev. B69, 024407 (2004). 
[4] R. H. Swendsen, J.-S. Wang, Phys. Rev. Lett. 58, 86 (1987); 

U. Wolff, Phys. Rev. Lett. 62, 361 (1989). 
[5] F. Wang, D. P. Landau, Phys. Rev. E64, 056101 (2001). 
[6] K. Binder and D. W. Heerman, Monte Carlo Simulation in 

Statistical Physics, Springer Series in Solid State Physics, 
Vol. 80, Springer-Verlag, Berlin 1988. 

[7] K. Binder and D. P. Landau, Phys. Rev. B30, 1877 (1984). 
[8] M. S. S. Challa, D. P. Landau, K. Binder, Phys. Rev. B34, 

1841 (1986). 
[9] G. Musiał and L. Dębski, Lect. Notes in Comp. Scie. 2328, 

535 (2002). 
[10] http://www.top500.org/ 
[11] http://www.csm.ornl.gov/pvm/pvm_home.html/ – PVM Home 

Page 
[12] http://www.mpi-forum.org/ – MPI Forum Home Page 
[13] L. Dębski, G. Musiał and J. Rogiers, Lect. Notes in Comp. 

Scie. 3019, 455 (2004). 
 
 

 

GRZEGORZ MUSIAŁ was born in Białożewin, Poland, in 1955. He received his MSc degree in theoretical 
physics in 1978 from the Faculty of Mathematics, Physics and Chemistry of the Adam Mickiewicz University, 
at which he has worked till now. In 1987 he earned his PhD degree in solid state physics and he has habilitated 
in computer physics in 2004, at the same University. In his research he joins physics and computing. Recently, 
his research work in physics concentrates on many aspects of statistical physics in classical spin-lattice systems 
using numerical simulations (Ising and Ashkin-Teller models) and in such a systems with itinerant interacting 
fermions (the Falicov-Kimball model), also quantum systems, mainly magnetic clusters and single molecule 
magnets, and their utilization to technological developments within the EU network of excellence 
MAGMANet. The computing research mainly concerns operating systems of the UNIX type and parallel 
computing in distributed environment, also with high heterogeneity. He is an author or co-author of 43 papers 
in major professional journals and conference proceedings in physics and computing.  



G. Musiał, L. Dębski and G. Kamieniarz 46

 

LECH DĘBSKI received his PhD degree in physics at the Adam Mickiewicz University in Poznań in 2001 and 
he is employed in the Computational Physics Division at the same University. Since 1990s he has been 
involved in many computing projects, simulation and parallel programming and distributed information 
systems. His current fields of interest lie in two areas: physics and computing. In physics these are modeling 
and Monte Carlo simulations in spin-lattice models, obeying also systems containing itinerant interacting 
fermions, whereas in computing his research work concerns mainly next generation clusters and grids, parallel 
programming in distributed environments.  

GRZEGORZ KAMIENIARZ is a professor in theoretical and computational physics at the Institute of Physics of the Adam Mickiewicz 
University in Poznań. His field of interest covers statistical mechanics, phase transitions, phenomenological modeling and simulations of 
the low-dimensional magnetic systems including molecular nanomagnets. 
 
 

 
 
  

                                                           
 COMPUTATIONAL METHODS IN SCIENCE AND TECHNOLOGY 13(1), 41-46 (2007) 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




